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SUMMARY

As one of the most promising candidates for nexiegation mobile platform, augmented reality (AR)
and virtual reality (VR) have potential to revoburtize the ways we perceive and interact with variou
digital information. In the meantime, recent adwes display and optical technologies, togetheh wi
the rapidly developing digital processers, offewwngevelopment directions to advancing the near-eye
display systems further. In this perspective paperstart by analyzing the optical requirementadar-

eye displays poised by the human visual systenttermdcompare it against the specifications of stéte
the-art devices, which reasonably shows the maallariges in near-eye displays at present stage.
Afterward, potential solutions to address thesélehges in both AR and VR displays are presentese ca
by case, including the most recent optical reseanthdevelopment that are already or have the fialten
to be industrialized for extended reality displays.

INTRODUCTION

As the most critical information acquisition mediuimformation displays have been developing rapidly
after the third industrial revolution. From the beang of this millennium, display technologies kav
successfully evolved from the bulky cathode rayettdcompact flat panel designs, such as liquidtaty
display (LCD) and organic light-emitting diode (ODRE (Chen et al., 2018). More recently, the next-
generation display technologies under dedicateéldpmnent are no longer limited to flat panels jhat
placed in front of the users but aimed at revohitimg the way of interactions between the users an
their surrounding environment (Cakmakci et al., 0@t one end of the spectrum is virtual realMR(
display, which effectively extends the field of wigFOV), blocks the entire ambient, and offers an
immersive virtual environment independent of therissreal surroundings. At the other end of the
spectrum is augmented reality (AR) display, whicbt ronly pursues high-quality see-through
performance but also enriches the real world byrlayimg digital contents. With advanced level of
optical technology and refreshing user experiedd®, and VR displays exhibit potential to trigger
attractive applications, including but not limiteb healthcare, education, engineering design,
manufacturing, retail, and entertainment.

The ideal goal of AR and VR display developmentoioffer reality-like crystal-clear images that can
simulate, merge into, or rebuild the surroundingimmment and avoid wearing discomfort concurrently
This is still challenging at the present stagegemly for AR systems, since most components deiman
not only further performance enhancement but alsoiatarization in both form factor and power

consumption.

In this paper, we share a few perspectives abeuti¢frelopment of optical technologies for AR and VR
head-mounted displays. We begin the discussionebiewing the visual requirement poised by the



human visual systems. Next, we discuss how emergptical technologies can help meet these
challenges in terms of resolution, visual comfé®V, and dynamic range. Moreover, form factor and
power efficiency are also taken into considerati@tause they play crucial roles in near-eye display
designs, especially for consumer applications.

REQUIREMENT OF HUMAN VISUAL SYSTEM

To better understand the goal and underlying chgdls, it is necessary to examine the performance
parameters of human visual system. The FOV haslitgbution plotted in Figure 1A. The monocular
FOV of human eye is about 160° (horizontal) by 18@ttical). The combined binocular FOV is about
200° (horizontal) by 130° (vertical), with an owagped region of 120° horizontally (Wheelwright kt a
2018). The resolution limit of human eye is deteradi by the average spacing of cone cells in thedov
This estimation yields the visual angle of abo&t&cmins (Curcio et al., 1990), or 120 pixel-pegie
(ppd), which corresponds to 20/10 visual acuityitAsomes to display design, there is an apparadet

off between resolution density and FOV, given thattotal number of display pixels is fixed.

For VR, a broad FOV that covers the human visuadjeais relatively easy to achieve by designing an
eyepiece with sufficiently low/#. The main issue becomes the resultant low-résalulensity, which
brings up the so-called screen-door effect thasicemably compromises the viewing experience. Aalir
solution, of course, is to increase the displayolig®n, which is unfortunately very challenging
considering the high cost and data transport Faeestimation, to achieve a monocular vision i0°
FOV and resolution density of 60 ppd (1 arcmin,26/20 vision), a display with 6K resolution in
horizontal is required. Some commercial produdte (Pimax Vision 8K) now can provide about 4K
monocular resolution, but the daunting price thamnes with the high performance remains an issue.
Another approach considers the fact that the higlelution density only exists within the fovea megof
+2.5° (Rossi and Roorda, 2010), out of which theual acuity drops drastically (Figure 1B). Therefor
the high resolution is only required in the centigwing zone, which brings out the concept of ftes
display (Tan et al., 2018; Kim et al., 2019). Indated displays, the resolution is variant acrbesntire
viewing region, usually through an optical combioatof two display panels that individually address
central and peripheral areas. This way, not only blurden of display hardware is lessened, the
computational and data-transferring burdens aceralduced significantly.

Regarding AR systems, although the trade-off betwle®V and resolution density still exists, a more
significant concern is to produce a decent FOWhanfirst place. Throughout various optical architees
from free-space combiners, total internal reflettid@IR) freeform combiners (Hua, et al., 2013) to
lightguide combiners, the maximum achievable FOMdaglly does not exceed 60° in horizontal, which
still has a long path to go towards the human wisimit.

Furthermore, as a high-dynamic-range imaging systbm human eye can adapt to a broad range of
illuminance from 16lux of daylight to 16 lux at night (Hoefflinger, 2007). Thus, contraatio (CR) is a
critical display parameter. In VR, the issue of tcast is not significant because the influence of
environment light can be neglected. If the straghtliinside the headset can be well managed and
suppressed, then CR can reach over 1000:1. In &Rever, due to the high surrounding illuminance, th
requirement for display brightness can be very highthis case, a more representative parameter to
consider is ambient contrast ratio (ACR), definsdlzee et al., 2019):

Lon + Lambient D_ (1)

Ly +L T

ACR=

ambient

where Lo, (Logr) represents the display luminance of on- (offaestand T is display transmittance. For a
simple estimation, if we assume a display transmiie of 80% and ambient illuminance of L with
Lambertian distribution, an ACR of 2:1 that barphgvents image washout already requires 2500 fits o



display brightness. A better CR of 5:1 for adequageability even requires 10,000 nits of brightnes
Current AR systems, for comparison, generally agppert brightness only up to 500 nits (Lee et al.,
2019), which can only accommodate indoor use (68 |

When evaluating the VR/AR systems capable of 3Dgengeneration, yet another aspect to consider for
human vision is the stereo sensation. The natigaling experience of a 3D object induces vergenee ¢
(relative rotation of eyes) and accommodation ¢be f{ocus of eyes), which coincide with each other
(Figure 1C). However, in most of current VR systemsfixed display plane with different rendered
contents for each eye is adopted. The eye accontionds fixed on the plane and therefore mismatches
with vergence cue, which causes visual fatigue disdomfort, sabotages stereo acuity, and distorts
perceived depth (Hoffman et al., 2008, Watt et 2005). This phenomenon is often called vergence-
accommodation conflict (VAC).

VR: RESOLUTION

The current angular resolution of VR displays dtlls short of normal 20/20 vision acuity. Most VR
headsets are using one display panel and viewitigsofor each eye to provide the stereoscopy effect
such an old technology can trace back to the remé¢tecentury (Wheatstone, 1838). The VR optical
layout is essentially an unsophisticated imagingiesy using the viewing optics to magnify the digpla
panel. Therefore, from the system perspective,reteand sharper imagery can be offered by further
improving both display panels and magnifying lenddse display industry has been pursuing display
panels with higher resolution, power efficiencyndgnic range, and faster response time yet lowdr cos
The fast-evolving flat panel display in the pastatie is one of the cornerstones of current VR letads
and their future development will also considerabgnefit the VR industry. It is vital to increadeet
pixel number and density on physical display paaeld thus reduce the screen-door effect in the long
term. However, this may bring a heavy burden ongenaendering, driving circuits, and power
consumption.

In the meantime, some emerging approaches cand#temt visual experience based on the off-thef-shel
display panels (Figure 2). For global resolutioharcement, the conventional wobulation method (Alle
and Ulichney, 2005) designed for projection displagan be extended to VR. Lee et al.,, 2017
demonstrated an optical wobulation VR system bycBgonizing a switchable liquid crystal
Pancharatnam-Berry phase deflector and subframgeisnancreasing the pixel density through time-
multiplexing. Zhan et al., 2019 further advance thpproach using a passive polymer deflector and a
polarization management layer, doubling the appavel density without reducing the original frame
rate. More recently, Neguyen et al., 2020 realine¢hanical wobulation for both micro-OLED and LCD
panels to reduce the screen-door effect. These aris, based on the wobulation method, can simulat
high resolution imagery for the entire FOV befodeadl display panels are available. Nonetheless, th
wobulation method still requires a large amountatfa rate and cannot reduce the burden placedeby th
massive amount of data flow.

Alternatively, the foveation approach aimed at loesolution enhancement can avoid this problem,
which makes use of the non-uniform angular resmtudistribution of the human visual system (Rossi
and Roorda, 2010). It offers high resolution onftheea region of eye retina while maintaining deigich
resolution on the peripherals. This principle wdsmed for imaging before near-eye displays (Huh an
Liu, 2007). Generally, in most foveated VR systembeam splitter is employed to combine the images
displayed on the low-resolution panel and highdiggmn one, resulting in a larger device volume.
Miniaturizing the optical layout and finding anextative to the bulky beam splitter design is asepsal
task for the future development of foveated VR desi A promising candidate is using an off-axisimin
projection unit together with a transparent pra@ctiscreen on top of the display panel. The pra@act
screen should be transparent for the display bgihtmanifest strong scattering for the off-axisjgction
light. A decent example of such a projection scréerpolymer-dispersed liquid crystal film with



customized molecular orientation and index mismétt et al., 2020). Moreover, since the gaze peint
not always fixed at the center FOV, another pot¢mtevelopment direction for the foveation methed i
image shifting, which is similar to but more congplied than beam steering technologies. Both
mechanical and optical shitting method for VR daggl have been demonstrated, using a rotatable beam
splitter (Sahlsten, 2020) and a switchable liquidtal deflector (Tan et al. 2018), respectively.

VR: VIEWING OPTICS

In parallel, a decent optical imaging part is asitical for generating high-resolution virtual iges in

VR headsets. Due to ergonomic requirements, tha&imigoptics should be compact and lightweight,
which brings a significant sacrifice in imaging ttya Conventional aspheric singlet with smooth
surfaces usually have limited stray light but agéawvolume and weight. Thus, its compact Fresnel
alternative is more prevalent in current commer®iRl headsets (Geng et al., 2018). Although Fresnel
singlets have more degrees of freedom for abemrationtrol, its intrinsic diffractive artifacts and
unavoidable stray light considerably reduce thegiensharpness. For now, the systematic imagingtguali
is limited by the display panel resolution in mhstdsets, so these drawbacks of Fresnel lensasilare
tolerable. But in the long run, these issues ctgldome more critical as display pixel density gedigu
increases. To further reduce the device dimensiaadioptric pancake optics can be employed (Wéng e
al.,, 2017). With reflective surfaces induced torshtne optical power of refractive components, the
pancake lenses can allow display panel with smallegs due to their shorter focal length. However,
these benefits come at the cost of 75% light efficy and demanding polarization control to eliménat
ghost images. In this case, plastic materials Viitiited birefringence and high-quality polarizensda
waveplates are highly demanded.

Moreover, the emerging flat optics including broadd diffractive lenses (Meem et al., 2020),
metalenses (Chen et al., 2019), and liquid cryBeicharatnam-Berry phase lenses (Zhan et al., 2019)
can also be applied in the VR lens system for akierr control and system miniaturization. By adding
thin-film flat polymer lens, it is possible to span the imagery by more than three times (Zhan.et a
2020). Another intriguing approach is to use a tiraensional curved display (Grover et al., 2018jthw

the field curvature compensated by the tailoredepanrvature, the heavy burden on the lens design c
be well relieved. Alternatively, the curved fibeacéplate (Zhao et al., 2019) can be attached to the
display panel as a surface-shaping component, vdziotbe designed together with the viewing optics f
sharper imaging.

VERGENCE-ACCOMMODATION CONFLICT

Aside from limited resolution and screen-door eff&AC is another significant issue in VR systeifs.
plethora of solutions have been developed to ntéiglais conflict (Kramida, 2015), but only few have
been applied to the current commercial VR headdésovision displays represent a simple solution to
VAC, where vergence is not present for the virtiahge. Since only one eye is offered with digital
images, this approach is more suitable for spedifk applications but not immersive VR. The other
extreme is accommodation-invariant approaches ttikeMaxwellian view (Takaki and Fujimoto, 2018),
where the point source is focused on the pupil aitlgularly encoded amplitude information, and the
image on the retina is independent of the accomtimdaesponse. However, to tolerate the eye
movement, Maxwellian-view systems usually exhilingted FOV.

In general, most of other approaches offer a preeommodation cue to mimic the retina blur and
therefore alleviate the conflict. A typical examjdeholographic display (Yamaguchi et al., 200 Thexl

at reconstructing accurate wavefront of the er@Descene and offering accurate retinal blur. Adiden

the limited FOV, holographic displays usually masif degraded image quality due to laser speckles.
Similarly, light field displays (Wetzstein et aR012) reconstruct the geometric light rays instefthe



diffractive wavefront, which can also provide thmpeoximately correct depth information and retihar b
but usually end up with a low resolution. If the@mt of information is taken into considerationisinot
surprising that these approaches aimed at shovaghgnetric information like holograms and light fisl
cannot offer sufficient resolution with the limitdghndwidth of current hardware. Even so, thereois n
denying that these approaches may gradually matule long term with better hardware and evenyuall
become satisfactory for users.

In the short term, methods that can find an actéptaade-off between depth accuracy and system
complexity should be more practical for addresgimg VAC in current commercial products, such as
varifocal and multifocal displays. Varifocal disptaemploy an eye tracker to locate the gaze lotatiwl

an adaptive focusing component to shift the displapth accordingly. Additionally, real-time blur
rendering is also preferred in varifocal approacbesause they cannot naturally generate retina blur
(Dunn et al., 2017). In comparison, multifocal désys (Liu and Hua, 2010; Hua, 2017; Zhan et al1&0
Tan et al., 2018; Liu et al., 2018) can create earect physical depth blur and offer a customizab
balance between depth accuracy and hardware bahdbydchoosing the density of focal planes for
different applications. A systematic summary andlysis of multifocal displays can be found in Zhetn
al., 2020. For both varifocal and multifocal dig@athe need for high-quality focal changing cormgrua

is still urgent, which should have fast responsticompact form factor, and low power consumption.

AR: FIELD OF VIEW

Different from the immersive experience provided\lly, one of the most pressing challenges in AR is
expanding the FOV. Due to various designs and factors for the same type AR, we will discuss and
compare the diagonal FOV instead of the horizovedlical FOV values. The diagonal FOV is related to

the horizontal/vertical FOV aBOV., :\/ FOv. _ +FOV. . . To address the inadequate FOV issue,

we will overview potential solutions and analyze gystems case by case. In a lightguide-basedeyear-
display (LNED), the light from optical engine praggdes inside the lightguide following the TIR asd i
then extracted to human eye by an exit pupil expangout-coupler) as illustrated in Figure 3A.
Typically, the core optical elements in such a esystare the image source and the light combiner
consisting of an input coupler and an output cauglke optical engine can be a liquid- crystal-dizan
(LCoS) panel, digital light processing (DLP), pnOLEDLED, and laser beam scanning (LBS) (Kress,
2020), while the combiners can be a reflective oniar diffractive grating (Kress, 2019; Lee et aD19).

When the light propagating inside the lightguides TIR angle is governed by the refractive indethef
lightguide. Meanwhile, the index contrast of theigler determines the angular and spectral responses
especially for grating and hologram, which affettts color uniformity over the FOV and the eye-box
(Kress, 2019). Due to the significant impact of dweipler on the system, numerous technologies have
been applied to optimize the coupler performandarn( et al., 2018; Gao et al., 2017; Yin et al120

Yin et al., 2020). As a result, the angular respasfsa LNED system is not limited by the couplet by

the critical angle of TIR, which is in turn detemaid by the lightguide refractive index. The normal
refractive index of lightguide i$,=1.50t0.03 (Sprengard et al., 2019), while a comparativegh
refractive index img=1.7-1.8 (Masuno et al., 2019). For most LNEDSs, suclidaklLens 2 and Magic
Leap One, high index glass has been implementeeblzing a diagonal FOV of 50° (Kress, 2020). To
widen FOV further, a high index; =1.9 glass has been commercialized recently. Bygusiich a high-
index glass, the critical angle becomes smallethab the range from critical angle to 90° gets darg
meaning a wider FOV can be supported in the lightgu

In addition to improving the intrinsic characteigstof the components, such as increasing thectefea
index of glass or widening the angular bandwidtieaipler, the FOV can also be extended by expanding
the system’s degree of freedom. Through utilizing multiplexing of coupler functions, such as sgati
multiplexing (Vallius et al., 2017), polarizationuttiplexing (Shi et al., 2018), etc., we can buldnore



sophisticated system with wide FOV. The multiplexmethod utilized for broadening FOV is essentially
to stitch images based on different characteristicight, thereby realizing a more informative and
realistic experience. However, it is worth mentianthat the multiplexing is not limited in bendfitj the
FOV, it also plays an essential role in overcontimg VAC issue (Zhan et al., 2019; He et al., 202¢)
presenting full-color images (Jang et al., 201h# AR system.

In a near-eye display, the multiplexing based anploperties of light can be categorized into spati
multiplexing, time multiplexing, polarization muystexing, wavelength multiplexing, and angular
multiplexing. Sometimes, more than one method &lis a system. By spatially combining two images
to increase the FOV, Microsoft patented a combgtrrcture with two intermediate couplers separated
spatially (Vallius et al., 2017). Then Shi et aloposed the polarization multiplexing based on meta
gratings (Shi et al., 2018). Similar to polarizatidivision multiplexing in optical fiber communidas
where two channels with orthogonal polarizations ased to double the information capacity, the
polarization multiplexing method increases the FOY encoding the left and right FOVs into two
orthogonal polarization channels, TE and TM, retipely. Recently, Yoo et al. propose an extended
FOV LNED system by polarization multiplexing using-based grating (Yoo et al., 2020). In the
holographic volume grating (HVG)-based LNEDs, sal/@nultiplexing techniques have been reported.
Han et al. (2015) and Yu et al. (2017) attempteaaly the spatially multiplexing in out-coupler B\uo
obtain wide FOV. Lately, LC-based polarization vok gratings (PVGs), also known as Bragg
polarization gratings, with high diffraction effericy and large angular bandwidth have been reported
(Lee et al., 2017; Yin et al., 2020). Due to thegecial optical features, it is feasible to buildpatially
multiplexed AR system with a large FOV using PV@s.depicted in Figure 3B, the image information
is coupled into two lightguides through two inputuplers that are spatially separated. Then the ligh
propagates into the output area through TIR, amdimage information is extracted by two output
couplers with different periodicity and form a larg~OV beyond the limitation of lightguide TIR. &&
the asymmetric input and output coupler here made significant chromatic aberrations and image
distortion, it is preferable to employ narrow-batisiplay engine and anamorphic image pre-processing.

The Maxwellian view is an observation method, inichhthe lens system forms an image of the light
source in the plane of the observer’s pupil, indteflooking at the source directly. Therefore, dffect

of the eye’s optical aberrations is minimized, ahd quantity of light independent of pupil size is
increased (Westheimer, 1966; Sugawara et al., 20Ubgn applying this method in NEDs, the effective
eye pupil can be regarded as a tiny aperture, baddcal depth of the image will be dramatically
increased. Therefore, the system offers focusférarire, i.e., no matter where the eye focusesnthge

is always clear. However, this method has its dmitdtions, especially the severely reduced eyehox.
address this issue, Kim et al. (Kim et al., 201&nbined a Maxwellian view LNED with holographic
optical element (HOE) multiplexing to obtain anamgkd eyebox or a steering eyebox.

Figure 3C illustrates a typical schematic diagranthe Maxwellian view system. Based on geometric
optics, the Maxwellian view system can evolve iditferent forms, such as partially reflective elarse
and LNEDs. From Figure 3C, the FOV of this systerdirectly related to the numerical aperture (NA) o
the lens system. With rapid technology developnagigt urgent needs from industry, numerous novel flat
lenses with a wide acceptance angle and largewsipért both on-axis and off-axis types have emerged
(Khorasaninejad et al., 2016; Yin et al.,, 2020).s&h on the HOE with a large NA, NVIDIA
demonstrated an 85° x 78° monocular FOV Maxweligw system (Kim et al., 2019). Further efforts
have been investigated to enlarge the FOV. Xiorg).2020 demonstrated a large FOV AR system with
100° diagonal FOV by hybridizing the Maxwellian wiend the lightguide-based exit pupil expander. By
increasing the NA and compressing the lens vollroth FOV and form factor of the Maxwellian-view
based NED system can be improved significantly.



AR: BRIGHTNESS AND EFFICIENCY

For optical see-through AR displays, ACR is a caliparameter, which puts a strict requirement on
display luminance (Lee et al., 2019). As a genguéeline, for indoor applications, the output lnamice

of the AR display should be at least 500 nits. Bytrast, for outdoor applications, the required
luminance would exceed 10,000 nits. To deliver saidtigh luminance, both microdisplay and efficient
relay/combiner optics are pivotal.

A roadmap of potential display engines is plotted-igure 4. To provide a more general guideline on
how to choose display engines, a qualitative cormmparamong five candidates is summarized in Table 1
Field-sequential LCoS is a reflective display basegolarization modulation of backlight (Huangaét
2018). Due to high brightness (1® 1@ nits) and commercial availability, it has beendige Magic
Leap One (Klug et al., 2016) and HoloLens (Kred3 3017). A proper polarization conversion system
(PCS) can boost the efficiency and brightness ofL&oS since only light with a certain linear
polarization can be reflected by the polarizati@arn splitter (PBS) and modulated by the LCoS. In
traditional, large size LCoS projectors, a PCS istimg of a fly-eye lens, a PBS array, and a paéér
half-wave plate is integrated. However, as the fdattor shrinks to microdisplay sizes, fabrication
difficulties and bulkiness of such a PCS has itsthtion. Although some researchers proposed ingarov
PCSs based on thin-film polarization gratings (Kétmal., 2012; Du et al., 2015), the small form dact
large angular bandwidth, and high efficiency aik Isicking. Another fundamental issue of LCOStis i
limited dynamic range, as the relatively poor datkte will influence the see-through experience,
especially for indoor uses. A two-dimensional (2Mymination or backlight with independently
addressable patches offers a promising solutiée, the mini-LED array for LCD panels (Tan et al.,
2018). Similar to LCoS, DLP panels are field-sedi@mmicromirror displays with high brightness
(Thompson et al., 2015), as employed by DigiLensm@ared to LCoS, the amplitude modulation of
DLP is polarization independent, and the dynamigeacan be higher. For both reflective microdisplay
panels (LCoS and DLP), while LEDs are typically kggbas the illumination source, other light sosce
such as lasers, are also available. Lasers areeimhe collimated and linearly polarized and areyve
suitable for LCoS. However, additional de-speckitias are needed in order to achieve good image
quality.

In comparison with projection, emissive displays Brss mature but have potential to reduce the form
factor. They exhibit intrinsically high dynamic igabecause of the true black state. Micro orgagiid-|
emitting diode (OLED) is a promising candidate for emissive micspiiys. The typical architecture is
patterned color filters on top of white OLEDs. Tatel full-colorpnOLED displays with 3,000 to 5,000
nits in luminance and ~3,000 ppi (pixel per inch) resolution have been achieved (Haas, 2018;
Motoyama et al., 2019). But for AR displays witlaege eye-box, such brightness is still inadeq(izte

et al., 2019). Future development should pay atterib boosting their brightness, device lifetinaad
current efficiency. On the other hand, micro ligimitting diode (LED) is emerging and has potential to
become the next-generation display technology.rmbst recent development of i@ pitch (~1300 ppi)
full-color LED microdisplay has achieved®1® 1& nits in luminance (Quesnel et al., 2020). Desfhite t
impressive progresgiLED still faces two major challenges. The firsttés enhance the non-radiative
recombination when the area ratio of the side walteases (Gou et al., 2019). This means, for small
uLED chips down to <fum, the external quantum efficiency would drop dracadly. The second issue

is how to realize full color and high resolutiomsiltaneously, as mass transfer and assembly fdr suc
tiny RGB LEDs is challenging (Lin et al., 2020; Wpet al., 2020). A parallel approach is to use blue
uLED to pump green and red quantum dots as colorarsion (Huang et al., 2020). However, obtaining
a uniform, long lifetime color conversion layer kdgut color crosstalk for such small pixel sizebysno
means easy. Therefore, further effort is neededet@lop mass transfer technique or color conversion
layer patterning technique for ultra-small pixekthi(<5um) uLEDs.

As for scanning display systems, they are normaitli high efficiency, small form factor, high dynam
range, and high brightness using laser illuminatidgpically, a 2D micro-electromechanical system



(MEMS) mirror or two 1D MEMS mirrors are applied $oan the laser beam in orthogonal directions to
form 2D images. Different from the panel-based ldigq scanning displays do not have an object plane
This unique property indicates that unlike panadshdisplays form object images on the panel, the
scanning displays can directly form images on #tina. One prominent example is the laser beam
scanning system in North Focals (Alexander et 20]18). As most scanning display engines have
intrinsically small exit pupil, they need a promsiit pupil expansion/steering, and thus the optieaign

will be more sophisticated. In comparison with eefive and emissive displays, the image uniforrofty
the scanning method is another inevitable issuerétalires improvement.

The information generated from the optical engirile vmdergo magnifying optics and/or combiners and
finally project into human eyes. The combiners barclassified into two types: reflective and dictige.

The reflective type includes freeform half mirrofseeform prisms, birdbath combiners, and cascaded
mirrors (Wei et al., 2018; Cheng et al., 2011), levtiffractive type covers all kinds of grating-qaer
based lightguide combiners and off-axis holograptyitical element (HOE, not used in lightguide)
combiners (Li et al., 2016). Their schematic pkrs shown in Figure 4, and a comparison among them
illustrated in Table 2.

The freeform half mirrors, freeform prisms and biath combiners usually manifest decent imaging
guality and high optical efficiency, but mainly frffrom a large form factor. To reduce the forrotfe,
cascaded mirrors embedded in a lightguide has lmemted. However, for lightguide combiners,
additional attention should be paid on see-throtrghsmittance, see-through uniformity, stray light
control and image brightness uniformity. As a reghle image quality and optical efficiency are alsu
compromised. The diffractive combiners are alsoohiced to reduce the form factor of traditional
reflective combiners. Different from the reflectivaunterpart, the chromatic nature of diffractive
elements needs to be considered in optical de€ifraxis HOEs combined with an LBS system can
provide a true glasses-like form factor yet a lediteye-box. To further enlarge the eye-box, grating
coupled lightguide combiners are employed whereotitput coupler design is more complicated since it
can also perform as the exit pupil expander.

Currently, two types of gratings are employed ighiguide AR: holographic volume Bragg gratings
(VBGs) and surface relief gratings (SRGs). Dueh® different refractive index contrast, they exhibi
different spectral and angular responses. Thetimadi VBGs with a small refractive index contrast
(6n<0.05) manifest narrow spectral (~10 nm) and ang(#&f in air) bandwidths, while SRGs with a
largedn (>0.5) show much broader spectral and angular bdreis €t al., 2019). Interestingly, DigiLens
has developed a larga VBG (close to LC birefringence) based on holopiepolymer-dispersed liquid
crystal (HPDLC), which is switchable and it perfearmmuch better than traditional VBG (Brown et al.,
2018). Beside these two gratings, polarization n@ugratings (PVGs) based on chiral liquid crystals
(CLCs) are also emerging (Yin et al., 2019). THeaive index contrast is essentially the birefence

of the LC material and thus can be tuned withinr@atl range (from <0.1 to >0.4). As those grating
couplers are usually optimized for a particulampiahtion (e.g., a linear polarization for VBGs &8iRGs,
and a circular polarization for PVGs), a PCS moatiludgthe polarization of light from the display émg
and polarization management within the lightguidk lve significant for improving the system efficiey.
Another unavoidable aspect of improving light effitcy is the 2D exit pupil expander (EPE) design.
Typically, a turn-around gradient-efficiency gratialso termed as fold grating) is performed tstfir
expand the eye-box in one direction within the tiiglde. Then the output grating extends the eyeHvox
another direction. Specifically, due to the inhérelmomatic dispersion in diffraction, color unifioity
control is as challenging as brightness unifornimitymost of the waveguide designs using diffractive
combiners. However, since there is a trade-off betwoptical efficiency of the gratings (both thentu
around grating and the output grating) and colatttness uniformity within the expanded eye-box,
finding an appropriate balance between them isgissérom the system perspective.



Conclusion

In conclusion, we overviewed the major challenges discussed potential opportunities of displayospt

in the fast-developing field of AR and VR systerfibe requirements from the human visual system are
analyzed in detail to offer quantitative standafaisfuture near-eye display devices. These requerdm
also bring out the major issues that need to behasiped and addressed in current devices, regarding
panel resolution, form factor, imaging performanédC, FOV, and brightness. By learning from recent
advances in optics and developing trends of AR\ARdlevices, we shared a few thoughts about how to
meet these challenges in the near future and tigerlm.
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Figure 2.The development trend of panel resolution. The pixel density of display panels will gradually
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Tables

Table 1. Comparison among AR display light engines.

Display Maturity Brightness Light Form factor Optical systen ~ Contras
(nits) efficiency complexity Ratio
LCoS High 10%-10° Low Large Mediun ~1C%1
DLP High 10%-10° Mediurr Mediurr Mediun ~1C%1
nOLED Mediurr 10%-1¢* High Smal Low ~1c*1
uLED Low 10°-1C° High Smal Low ~1C%1
LBS Mediurr >1C° High Smal High ~1C>1




Table 2. Comparisons among AR optical combiners.

Type Combiner Efficiency* Form factor  on Bandwidth FOV diagonal**
Freeform mirrg <50% Large - Large 90°
Reflective Freeform prisr <50% Large - Large 120°
Birdbatt <25% Large - Large 52°
Cascaded mirro <20% Mediurr - Large 40°
Off-axis HOE <20% Smal Smal Smal 15¢
_ _ Traditional VBC <10% Mediun Smal Smal 40°
Diffractive HPDLC <10% Mediunr  Mediumr  Mediumr 50°¢
SRC <10% Mediurr High Large 52°
PVG <10% Mediur  Mediur  Mediurr 50°¢

*These typical values depend on lightguide design.

**These typical values come from products and pxqges.
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Highlights

¢ Introducing the fundamentals of emerging augmented reality (AR) and virtual reality (VR)
technologies and their potential applications

¢ Analyzing the technical challenges of AR and VR displays

* Presenting potential solutions to overcome these challenges case by case



